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Vigilance is the maintenance of attention over prolonged periods, often required when attempt-
ing to detect infrequent and/or difficult to detect stimuli, such as in baggage screening or sonar 
monitoring. This type of attention is characterized by the vigilance decrement: longer reaction times 
and decreased accuracy as time-on-task increases. Research previously demonstrated the vigilance 
decrement in auditory and visual vigilance tasks. However, little research has compared the strength 
and onset of the vigilance decrement in unimodal (auditory or visual) versus bimodal (auditory and 
visual) modalities. This knowledge gap was investigated in an experiment that first equated the dis-
criminability of stimulus type at ~80% to control for stimulus difficulty and then by tracking sub-
jects’ target identification rate and reaction time for a target intermixed with a nontarget across three 
conditions: auditory, visual, and audiovisual. Overall, accuracy was worse in the bimodal condition 
relative to the unimodal condition. Target detection accuracy in the auditory bimodal condition de-
clined more over time relative to the auditory unimodal task, with reaction time data suggesting the 
decrease was not due to a speed-accuracy trade-off. Results indicate that monitoring for targets in 
two modalities is more difficult, resulting in a greater vigilance decrement than unimodal vigilance.
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INTRODUCTION

The Vigilance Decrement
Vigilance is the ability to sustain goal-directed attention over long peri-

ods (Davies & Parasuraman, 1982; Parasuraman, et al., 1987) and is an 

essential component of many tasks and jobs in the modern world. For 

example, vigilance is required to safely drive a vehicle, operate machin-

ery, and monitor for security or safety hazards. In the military, vigi-

lance is critical for many tasks, including sonar monitoring and satellite 

image surveillance. The maintenance of vigilance requires the applica-

tion of a sufficient amount of cognitive resources to an often tedious 

task. Extensive evidence indicates that the ability to maintain vigilance 

declines in as little as ten minutes (Parasuraman & Mouloua, 1987; 

Warm et al., 2008). In military operations, any vigilance decrement 

may result in missed targets and/or slowed reaction times (Kamimori 

et al., 2005; Krueger, 1989; Mackworth, 1948, 1950), thus compromis-

ing warfighter safety and/or mission success. Despite multiple studies 

establishing the ubiquity of the vigilance decrement, it is still not fully 

understood. Specifically, while there has been research into unimodal 

vigilance (monitoring a single sensory modality for a signal), such as 

the auditory or visual psychomotor vigilance tasks, little research has 

compared the magnitude of the vigilance decrement in unimodal (au-

ditory or visual) versus bimodal mixed vigilance tasks (both auditory 

and visual), which are common in modern real-world operations that 

require monitoring multiple sensory sources for a signal.

The Underload and Overload 
Theory of the Vigilance Decrement
Within an information processing framework, two competing models 

suggest vastly different outcomes of adding a second signal to uni-

modal tasks. One of these models, the overload theory, suggests that 

the effort required to maintain attention depletes cognitive resources 

faster than they can be replenished in a sustained setting. This leads to a 

decline in performance (Warm et al., 2008). Conversely, the underload 

theory (Manly et al., 1999) argues that lapses in sustained attention 
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result from under stimulation and not from strained capacity limits. 

According to this theory, under stimulation causes mind-wandering, 

which adversely impacts performance. Thus, increasing task difficulty 

by adding a second sensory modality would result in different out-

comes depending on which of the above models is used. The under-

load theory predicts that the addition of a second sensory modality to 

monitor for signals might alleviate the monotony and boredom experi-

enced when monitoring for a single signal, mitigating any decrements 

in performance that would be present in a unimodal sensory task. 

However, if the problem is a lack of resources, then adding a second 

sensory modality to monitor for signals may decrease resources faster, 

and to a greater extent, when compared to a unimodal task—an out-

come consistent with overload theory.

Recent research assessing perceived mental workload and working 

memory load lend support to the overload theory of vigilance decline. 

Studies have found that when participants report on their subjective 

experience of a vigilance task, the task is characterized as effortful and 

demanding, contrary to what might be expected if participants were 

mind-wandering (Warm et al., 1996). Moreover, increasing working 

memory demands during a vigilance task amplifies the decrement in 

performance (Helton & Russell, 2011, 2013). Accordingly, monitoring 

for a signal in a second modality might then negatively impact perfor-

mance in a similar manner.

Consecutive Multisource Mixed 
Presentation
Bimodal, mixed audiovisual vigilance tasks can be categorized into two 

broad types of paradigms. In one form of the bimodal task, stimuli are 

presented simultaneously. Most of the work investigating vigilance in 

audiovisual tasks has been to optimize performance via a cross-modal 

interaction where one modality affects perception in another, often fa-

cilitating signal detection (Craig et al., 1976; McGrath, 1965; Weinger 

& Smith, 1997). Another version of the bimodal sensory task presents 

stimuli from two modalities randomly and consecutively. In multi-

modal cueing, a promotion of modality dependence similar to simul-

taneous presentation shows performance improvements when spatial 

and temporal attention in one sensory modality involves a concurrent 

shift of attention in other modalities (Santangelo & Spence, 2008), but 

can also demonstrate impairments in performance in examples of the 

attentional blink (Dux & Marois, 2009) and inhibition of return (Klein, 

2000). Performance improvements are shown to be consistent across 

ecologically valid studies (Gerdes et al., 2014) through real-world in-

terface design (Baldwin et al., 2012). Situations where successive stim-

uli are not as obviously linked, a type of modality-switching, have been 

explored in recent research focusing on atypical processing in clinical 

populations such as attentional deficits or brain injury (Sandford & 

Turner, 1995; Tinius, 2003). These studies differ from cueing tasks as 

they do not promote the perception of a bimodal stimulus and are not 

expected to express the same multimodal enhancement. In modality 

switching, when a stimulus is preceded by the same modality, average 

accuracy and reaction times are often faster than when a stimulus is 

preceded by a stimulus from a different modality (Spence et al., 2001). 

The differences in response to the trials where there is a switch across 

modalities and trials that are repeated across modality is referred to as 

the switch cost. The overload theory might predict that with time-on-

task cognitive fatigue, the switch-cost would worsen as the process of 

updating to a modality outside of the focus of attention would require 

resources from an already depleted system. Alternatively, if switching 

between modalities is considered more stimulating, it might reduce 

boredom and result in a steady switch-cost over time.

However, this line of modality-switching research has generally not 

compared the vigilance decrement between unimodal and bimodal 

mixed tasks. Although the ability to sustain and switch attention ap-

pears incompatible with one another, there is evidence that they rely 

on the same underlying brain systems (Duncan & Owen, 2000). In 

addition, potential differences in the vigilance decrement based on 

the number of senses being monitored is important from an applied 

perspective. Real-world vigilance tasks are rarely cleanly segregated 

into single sensory modalities. They are commonly multisensory ef-

forts, with observers monitoring for both auditory and visual threats 

simultaneously. For example, in a sonar task, observers are listening for 

auditory signals to help identify a vessel while also searching for visual 

markers of vessel distance and speed. Similarly, security teams may be 

monitoring for auditory input in the form of radio calls (for example) 

while also watching a monitor for unsafe conditions or people. If vigi-

lance declines faster in a bimodal task than a unimodal task, or vice 

versa, such a finding could have implications for these real-world tasks. 

A greater or faster decline in performance in one sensory modality 

over another could indicate that the tasks matching those requirements 

(e.g., baggage screening or radiology as unimodal tasks; driving, se-

curity monitoring, or operating sonars as bimodal/multimodal tasks) 

need more frequent interventions to mitigate the vigilance decrement 

and detect potential threats. Prior to designing a practical intervention 

to improve vigilance in one condition or another, an initial step is to 

determine if vigilance varies by unimodal versus bimodal task type.

Unimodal versus Bimodal Mixed 
Presentation
To date, few empirical studies have directly compared unimodal and 

mixed bimodal performance in a vigilance task, and the few that did 

investigate vigilance were published several decades ago (Baker et al., 

1962; Binford & Loeb, 1963). Binford and Loeb (1963) compared the 

vigilance decrement in visual and mixed audiovisual vigilance condi-

tions and found that even after controlling for event rate, mixed au-

diovisual vigilance had a greater time-on-task performance decrement 

and overall worse performance than visual vigilance alone, suggesting 

that mixed bimodal vigilance is more difficult and demanding than a 

unimodal vigilance task. In this study, the auditory and visual trials 

were presented separately, but were intermixed such that on any given 

trial, a participant would receive either an auditory or visual stimulus. 

There are, however, limitations to the conclusions one can draw from 

Binford and Loeb (1963). First, there was no condition where subjects 

only monitored for auditory signals. Thus, we do not have a baseline 

comparison point from which we can interpret the difference between 
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unimodal conditions to mixed bimodal conditions. Second, the ac-

curacy with which auditory and visual signals were detected was not 

equalized, introducing potential confounds. When combined with the 

lack of an auditory-only condition, it is impossible to determine if sub-

jects prioritized attending the auditory signals, resulting in a decrease 

in visual signal detections in the mixed audiovisual condition, or if the 

auditory signals were significantly easier to detect. Regardless of which, 

or both, possibilities are true, a stronger test of mixed audiovisual vigi-

lance would include an auditory-only condition and visual and audi-

tory stimuli that are comparable in detection difficulty.

Baker et al. (1962) compared the vigilance decrement in audi-

tory, visual, and mixed audiovisual tasks, which addressed one of the 

issues with the Binford and Loeb (1963) study. Baker et al. reported 

no interaction between the number of modalities monitored and the 

period of time on target detection performance. In other words, they 

found no evidence to suggest that the rate of vigilance decline is dif-

ferent in unimodal or mixed bimodal tasks. Though the results from 

Baker et al. (1962) appear clear, there are several reasons motivating 

a modern follow-up to their study. First, their results contradict those 

of Binford and Loeb (1963). Second, vigilance performance was ana-

lyzed in blocks of 30 min, while many vigilance studies show that the 

strongest decrement in performance occurs prior to the 30-minute 

mark (Helton et al., 1999; Teichner, 1974). Thus, it is possible there 

were substantial differences in the vigilance decrement in unimodal 

and mixed bimodal tasks, but it was masked by the window of analy-

sis. Third, similar to Binford and Loeb (1963), performance across 

modalities was not controlled or set to a threshold. Finally, the mixed 

audiovisual data analyses were not examined by stimulus type. Thus, a 

decline in vigilance performance for one stimulus type may have been 

masked if there was an increase in performance for the other stimulus 

type. Therefore, the results of Baker et al. (1962) are not conclusive in 

determining if there are differences in performance between unimodal 

and mixed bimodal vigilance

Present Study
To help fill this knowledge gap, the present study compared a uni-

modal (auditory or visual) to a mixed bimodal (auditory and visual) 

task measuring the vigilance decrement and addressed the limitations 

in the Baker et al. (1962) and Binford and Loeb (1963) studies. To do 

this, (a) auditory and visual stimuli were developed that are equally 

discriminable and (b) the difficulty of discriminating signals and noise 

was increased relative to the high performances found in the previ-

ous studies, such that stimuli were accurately identified at a rate below 

ceiling to ensure that decrements in performance were detectable. A 

Go/NoGo continuous performance task (CPT) was selected as the 

vigilance paradigm to study the cognitive operations of inattention 

and speed of stimulus discrimination in conditions of auditory, visual, 

and mixed audiovisual vigilance over 28 min. We hypothesized that 

condition and time would interact such that vigilance performance 

would decrease faster and to a greater extent in the mixed bimodal 

audiovisual condition.

EXPERIMENT 1: PERCEPTUAL DISCRIMI-
NABILITY STIMULI CALIBRATION

Stimuli Development
The stimuli used by Baker et al. (1962) had several limitations, namely, 

that the auditory and visual stimuli used were not equally discrimina-

ble (i.e., auditory stimuli were easier to detect than the visual stimuli) 

and that the auditory stimuli were too easy to detect. To equate for 

stimuli discriminability and to establish a performance threshold, we 

first identified a mixed audiovisual vigilance task that we could modify 

to suit our needs: the integrated visual and auditory continuous per-

formance task (IVA-CPT, Sandford & Turner, 1995), which is used 

to identify individuals with attention deficits. The IVA-CPT allowed 

us to use, and modify, the phonemes /p/ and /b/ as auditory stimuli 

and the letters ”b” and ”p” as visual stimuli instead of the numbers 1 

and 2 used by Baker et al. (1962). Numbers are easily discriminated, 

both auditorily and visually in normally functioning adults. In Baker et 

al.’s study, the numbers 1 and 2 commonly led to 100% accuracy rates, 

which could possibly prevent detection of a vigilance decrement. 

The phonemes /p/ and /b/ and letters ”b” and ”p” share auditory 

and visual features that can be modified, affecting both categorical 

perception and increasing the difficulty of discriminability among 

the pairs. To make the auditory stimuli more difficult to discriminate, 

static noise can be played simultaneously, again changing the signal 

to noise ratio (SNR). To make the visual stimuli more difficult to dis-

criminate, the tail length of the lowercase letters (ascender/descender) 

can be shortened, thus changing the SNR. We sought to identify the 

point at which the phonemes /b/ and /p/ and letters ”b” and ”p” could 

be discriminated at 80% accuracy when presented in only one modal-

ity at a time. This ensured that discrimination performance would 

be below ceiling and above chance, allowing us to detect a potential 

decrease in vigilance. 

Method

PARTICIPANTS
Anonymous paid participants (N = 120) were recruited from 

Amazon Mechanical Turk (Mturk). The recruitment notification 

informed participants that computer speakers would be required to 

complete a 15 min task for which they would be compensated $5. Each 

participant completed one randomly assigned condition, either audi-

tory or visual. No demographic or any other information was collected.

QUALITY CONTROL
To account for the lack of experimental control, participants’ data 

were excluded from analyses if their overall accuracy, that is, correct 

target classification, was below 60%, as this would indicate chance level 

of performance, likely due to inattention or lack of effort. Our final 

sample size consisted of 45 participants in the auditory condition and 

40 participants in the visual condition.
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discriminated at 80 percent. Auditory stimuli were audio clips of the 

phonemes /b/ and /p/. The SNR in the auditory condition was varied 

by masking the presentation of the phonemes with Gaussian noise. 

Twenty stimuli were presented with each of the following SNRs meas-

ured in decibels (dB): −7, −10, −13, −16, −19, −22, and −25. The visual 

stimuli were presented on a white square, outlined in grey, on a white 

background. The square was 2.75 in., as measured on a 15.5 in. LCD 

Dell computer monitor, filled with white (RGB: 255, 255, 255) and 

outlined in grey (RGB: 127,127,127). The visual stimuli were lowercase 

letters ”p” and ”b” in black (RGB: 0,0,0) and measuring 7⁄16 × 3⁄8 in.. 

Both the square and the letters were centered in the display. The text 

color was selected to maximize stimulus visibility and minimize image 

after-effects. The SNR was varied by manipulating both the length of 

the descender for the letter ”p” and the ascender for the letter ”b” on the 

portions above or below the circle of the letter (see Figure 1). Twenty 

stimuli were presented at each of the following tail lengths, measured 

in pixels on a 1024 × 768 display: 1, 2, 3, 4, 5, 6, and 7. Auditory stimuli 

were presented for 500 ms, and visual stimuli were presented for 167 

ms (as in the original IVA-CPT).

EXPERIMENTAL PARADIGM
On each trial, participants were presented with a stimulus that 

required a response in order to continue to the next trial. In the audi-

tory condition, the stimulus was either a /b/ or a /p/phoneme, and in 

the visual condition, the stimulus was either the letter ”b” or ”p.” The 

stimulus presented was from one of the seven SNR categories. There 

were 140 trials in total.

PROCEDURES
Participants were tasked with identifying which letter was pre-

sented by either pressing the ”Z” (for /b/ or ”b”) or ”M” (for /p/ or 

”p”) keys on the computer keyboard. The button mapping for these 

responses was included on the display to reduce errors. There was no 

time limit for responses. The participant’s response initiated the start of 

the following trial. The computer equipment varied across participants, 

where the mean screen height was 8.86 ± 2.04 in. Over fifty percent 

(54%) of participants had a screen size that fit into one of three size 

categories (31% for 7.4 in., 14% for 6.72 in., and 10% for 11.3 in.).

STATISTICAL ANALYSIS
Mean accuracy was computed at each SNR level per participant. 

The data were analyzed using a regression model to determine the re-

lationship between accuracy and the SNR of each modality separately 

and deriving a sigmoid equation to predict the appropriate SNR that 

would produce an 80% discriminability. The SNR was then approxi-

mated to the nearest tested level for each modality using Euclidean 

distance.

Results and Discussion
The results showed a decrease in discriminability as the SNR 

decreased (see Figure 2). In both sensory modalities, there was a 

significant decrease in discrimination accuracy as the dB level of the 

Letter/
Tail 

length 
(pixels)

"p" "b"

1

2

3

4

5

6

7

STIMULI
All stimuli were presented, and responses recorded, with Inquisit 

Lab 6 (Millisecond® software). Each participant was presented with 

either 140 /p/ phonemes or ”p” letters and 140 /b/ phonemes or ”b” 

letters (depending on the modality), in random order, to identify 

the point at which the SNRs of auditory and visual stimuli could be 

FIGURE 1.

”p” and ”b” visual stimuli at each tail length used in Experiment 
1 to establish (a) equally discriminable stimuli across modali-
ties aand (b) a performance threshold of 80% (see Figure 2 
for accuracy rates at each level). The stimulus at the 5 px. Tail 
length was used in Experiment 2
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Gaussian noise (model fit auditory: F[571, 574] = 4120, p < .001, R2 

= 0.35) and as the ascender/descender length (model fit visual: F[753, 

756] = 5640, p < 0.001, R2 = 0.27) decreased. With Gaussian noise of 

-18.2 dB and a tail length of 4.73 px, the auditory and visual stimuli 

were both accurately identified at 80%. As a consequence, Gaussian 

noise at a level of −16 dB and a tail length of 5 px were the stimuli 

parameters selected for use in the vigilance task as these levels were the 

nearest in Euclidean distance from the 80% values. 

EXPERIMENT 2: UNIMODAL AND MULTI-
MODAL VIGILANCE TASK

Vigilance Task
Experiment 1 established the stimulus parameters that equated the au-

ditory and visual stimulus discriminability and a performance thresh-

old. To compare behavioral performance of a single sensory vigilance 

task to that for a mixed bimodal sensory task, Experiment 2 examined 

the vigilance decrement and decline in performance over time using 

performance measures of accuracy (correct target identification), aver-

age reaction time (latency to respond to the target), false alarms, and 

sensitivity measure A’.

Method

PARTICIPANTS
Three hundred and forty-five anonymous paid participants were 

recruited using Amazon Mturk. As with Experiment 1, the recruitment 

notification informed participants that they would be required to use 

their computer speakers to complete a 30 min task for which they would 

be compensated $5. Each participant completed one randomly assigned 

condition. No demographic or any other information were collected.

STIMULI
The auditory stimulus (the phonemes /b/ or /p/) was presented as 

recorded speech tracks at approximately 65 dB (conversational level of 

noise) via the computer speakers for 500 ms. As with Experiment 1, a 

white square outlined in grey and centered at the vertical and horizontal 

meridian was constantly displayed during the task in all three condi-

tions (auditory, visual, and audiovisual). The background color of the 

screen was white. The visual stimuli were presented to the participants 

for 167 ms and centered inside the outlined square (see Figure 3, Panel 

B). The computing equipment used by participants varied where the 

mean screen height was 9.85 ± 5.04 in. Over fifty percent (52%) of par-

ticipants had a screen size that fit into one of three size categories (27% 

at 7.5 in., 13% for both 6.89 in., and 10.62 in.). The dimensions of the 

stimuli in Figure 3, Panel B features a screen height of 7.5 in.

EXPERIMENTAL PARADIGM
Participants completed a modified version of the IVA-CPT (Sanford 

& Turner, 1995) on one of the three vigilance conditions: auditory, 

visual, or audiovisual, using the Inquisit Lab 6 software. In each trial 

of the task, participants were presented with a stimulus. Participants 

responded if the stimulus was a target and withheld a response if the 

stimulus was a distractor. The trial duration was 2000 ms and the next 

trial would start immediately following the previous trial.  The target 

(Go) to distractor (NoGo) ratio was 1:5.25 (Sanford & Turner, 1995). 

The design of requiring participants to withhold a response to a fre-

quent stimulus was to increase the external validity of the task. In many 

situations, responses are required only for rare target events, such as 

with sonar operation where frequent marine biologics are task-irrel-

evant and ignored. The auditory unimodal condition presented only 

auditory stimuli, the visual unimodal condition presented only visual 

stimuli, and the mixed audiovisual bimodal condition presented a mix 

of auditory and visual stimuli chosen randomly without replacement 

FIGURE 2.

Discrimination accuracy as a function of Gaussian noise (red: auditory stimuli) and tail length (blue: visual stimuli) testing levels. The 
dashed curve represents the fit of the regression model, with the asterisks being the points at which the discrimination accuracy 
equals the 80% threshold of performance. Error bars are ± 1 SE.
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from a list of half auditory and half visual distractors and targets (see 

Figure 3, Panel A).

PROCEDURE
In each condition, the same instructions were displayed on the 

screen until the participant indicated understanding with a button press. 

The instructions stated, ”You will be using the spacebar to make your 

responses. You will hear or see the letters ”b” and ”p.” If you hear or see 

the letter ”b,”” press the spacebar. If you hear or see the letter ”p,” do 

not respond.” These instructions were reversed if the participant was 

assigned to the ”p” target condition (50%). Participants were given sam-

ple pictures and audio clips of the ”b” and ”p” letters and/or phonemes 

before completing a short practice assessment containing ten trials with 

feedback in the sensory modality of the task in which they were assigned.

Participants were directed to perform the vigilance task using their 

computer monitor and speakers, though because data collection was 

performed online, it is acknowledged that participants may have used 

headphones. Participants were instructed to listen to the volume of the 

/p/ and /b/ phoneme stimuli and self-adjust their computer’s volume so 

that the auditory stimuli were at the loudness level of a quiet conver-

sation. Participants were instructed to use the spacebar to make their 

responses with their dominant hand. Stimuli in all conditions were 

presented individually. The participants could respond to the stimulus 

at any point following the start of the trial (stimulus presentation) to 

2000 ms after initial presentation. 

Participants completed 1000 trials, which took approximately 26 

minutes total. For analysis, the 1000 trials were then divided into four 

blocks of 250 trials each, but there was no break or any other indication 

of the change from block to block to the participant. The equal sized 

blocks were used to facilitate analyses. 

STATISTICAL ANALYSIS
Differences in target identification rates (correct responses to the 

target), reaction times (latency to respond to the target), false alarms 

(incorrect responses to the distractor), and signal detection measure of 

sensitivity (A’) were determined using a 2 × 4 mixed analysis of variance 

(ANOVA) with the between-subjects factor of condition (unimodal 

and mixed bimodal) and the within-subject factor of block (1, 2, 3, 

and 4) for the auditory and visual conditions separately. Exploratory 

analyses were conducted to measure the sensory modality switch 

cost within the mixed bimodal task using a within-subjects design. A 

Greenhouse-Geisser correction was used when assumptions of spheric-

ity were violated. An α criterion of 0.05 with two-tailed testing was used 

in all analyses, with the Bonferroni correction applied for post hoc tests.

QUALITY CONTROL
Due to the lack of experimental control, a two-step exclusion cri-

terion was employed. First, a cutoff accuracy score of 60% or higher 

was applied. After visually inspecting the data, it was determined that 

participants committing excessive responding across all blocks and 

individuals with chance performance had performance at or below 

60% total accuracy. Accordingly, as an informed judgement call by the 

authors, only participants with at least 60% accuracy were considered 

for further analysis. The second step in the exclusion process involved 

a cutoff for participants with two or fewer correct target identifications 

in their assigned modality (the audiovisual modality required two or 

fewer correct target identifications in each modality; this was necessary, 

as it was possible for a participant to make zero responses, but still have 

84% percent overall accuracy due to the ratio of targets to distractors). 

The audiovisual condition in particular required over sampling; there 

was a high rate of noncompliance, such as participants responding to 

only one of the two stimulus types. There can be a large amount of vari-

ability in attention with online participation, and while this exclusion 

approach reduced some of the variability in attention, distractions and 

experimental setup are still a challenge. Thus, results should be viewed 

with these considerations in mind. This reduced our sample size in the 

auditory condition from 90 to 63, in the visual condition from 95 to 77, 

and in the audiovisual condition from 160 to 81.

Results

CORRECT TARGET IDENTIFICATION
A central question was whether performance in a mixed bimodal 

sensory vigilance task was worse than in a unimodal task. Figure 4 

shows target accuracy (correct target identification) by block number 

for the auditory and visual stimuli, respectively. 

A significant main effect of condition in both auditory, F(0.79, 112.7) 

= 16.65, p < .001, ηp
2 = 0.105, and visual, F(0.749, 116.9) = 28.16, p < .001, 

ηp
2 = 0.153, modalities revealed that performance overall was worse in 

FIGURE 3.

Panel A: Task schematic of the bimodal mixed audiovisual task 
where the target signal is depicted as ”b” for the visual mo-
dality and /b/ for the auditory. The stimuli were presented in 
random order every 2000 ms with a stimulus duration of 167 
ms for visual and 500 ms for auditory. For the analyses mea-
suring the modality switch-cost, target-present trials were 
categorized as a switch trial when the trial preceding was of 
a different modality than the current trial (e.g., visual ”p” or ”b” 
→ auditory /b/, auditory /b/ or /p/ → visual ”b”) or as a repeat 
when the preceding trial was from the same modality (e.g., 
auditory /p/ or /b/ → auditory /b/, visual ”b” or ”p” → visual ”b”). 
Panel B: Example display featuring the visual stimulus ”p” and 
the dimensions as measured using a 15.5 in. monitor.
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the bimodal mixed task (auditory: 0.63±0.37; visual: 0.57±0.32) com-

pared to the unimodal task (auditory: 0.84±0.25; visual: 0.79±0.24). 

The main effect of block did reach statistical significance in the audi-

tory condition, F(2.37, 336.5) = 12.45, p < .001,ηp
2 = 0.081. Post hoc tests 

of the auditory condition found a statistically significant accuracy decline 

between Block 1 (0.79±0.29) and Block 2 (0.74±0.32, p = .03), Block 1 

and Block 3 (0.71±0.32, p < .001), Block 1 and Block 4 (0.71±0.30, p < 

.001), and Block 2 and Block 3 (p = .02), indicating that across conditions, 

a vigilance decrement was observed after approximately 6.5 minutes on 

task and was sustained until the task ended. No other pairwise compari-

sons between blocks reached statistical significance (p > .05). 

The main effect of block was not significant in the visual condition, 

F(2.225, 350.5) = 1.85, p = .15, ηp
2 = 0.012. There was a significant in-

teraction within the auditory modality between block and condition 

(unimodal, bimodal), F(2.37, 336.5) = 4.63, p = .007, ηp
2 = 0.032. The 

difference in performance between the unimodal and bimodal auditory 

conditions continued to diverge across time, suggesting that the occur-

rence of the vigilance decrement might vary as a function of the number 

of modalities monitored. The interaction effect in the visual modality was 

not statistically significant, F(2.25, 350.5) = 1.42, p = .24, ηp
2 = 0.009.

To dissect the statistically significant auditory results further, the 

condition × block interaction was decomposed into separate repeated-

measures ANOVAs for the auditory unimodal and bimodal conditions 

independently. The analysis across blocks showed a significant effect of 

block in the bimodal auditory group, F(2.36, 188.42) = 14.90, p < .001, 

ηp
2 = 0.157, such that performance was comparable between Block 1 

(0.70±0.33) and Block 2 (0.65±0.38, p = .078), but then declined dur-

ing Block 3 (0.59±0.38, p < .001) and Block 4 (0.58±0.38, p < .001); the 

vigilance decrement manifested after roughly 13 minutes on task. The 

performance decline was also significant between Block 2 and both 

Block 3 (p = .004) and Block 4 (p = .017), with no further declines be-

tween Block 3 and Block 4 (p = 1.00). Differences in performance across 

blocks in the auditory unimodal group were not statistically significant, 

F(2.34, 150.97) = 1.53, p = .22, ηp
2 = 0.024, suggesting that the main 

effect of block was driven in part by the bimodal condition.

LATENCY TO IDENTIFY TARGETS
Reaction time as a correlate of information processing speed pro-

vides another approach to measure changes in performance that may 

not be captured with accuracy measures alone. Here, a delayed or 

longer reaction time across blocks would be associated with time-on-

task fatigue. Latency measures were confined to an upper limit of 2000 

ms to control for a reaction time distribution with a long tail. 

Within the auditory modality, there were no statistically significant 

main effects of condition, F(0.79, 97.6) = 1.87, p = .17, ηp
2 = 0.015; 

unimodal: 796.6±143.6 ms, bimodal: 833.5±222.5 ms), block, F(2.38, 

292.9) = 0.70, p = .50, ηp
2 = 0.006; nor an interaction, F(2.38,292.9) = 

1.91, p = .13, ηp
2 = 0.015 (see Figure 4, Panel C).

Within the visual modality (see Figure 4, Panel D), there was a sta-

tistically significant main effect of condition, F(0.94, 130.2) = 14.3, p < 

.001, ηp
2 = 0.094. Reaction times in the unimodal task (622.93±140.07 

ms) were faster than the visual component of the bimodal task 

(706.19±199.38 ms). The main effect of block was not statistically sig-

nificant, F(2.83, 390.1) = 0.65, p = .57, ηp
2 = 0.005, such that reaction 

times overall were similar over time. There was a significant interaction 

between block and condition on mean latency, F(2.83, 390.1) = 3.23, 

p = .025, ηp
2 = 0.023, where the greatest differences in reaction times 

between the unimodal and bimodal visual conditions occurred during 

the initial block and then began to converge. 

Interrogating the significant condition × block effect in the visual 

modality, the interaction was broken down into repeated-measures 

ANOVAs by group, where in both the unimodal, F(2.63, 200.00) = 2.02, 

p = .12, ηp
2 = 0.026, and bimodal, F(3, 240) = 2.07, p = 0.11, ηp

2 = 0.025, 

tasks, there were no statistically significant differences across blocks.

FALSE ALARMS
False alarm rates were examined to determine wherther there was 

an increase in responding to the distractors in unimodal versus the 

mixed bimodal condition.

Within the auditory modality, the bimodal condition elicited sig-

nificantly more false alarms than the unimodal condition (mean dif-

ference: 0.09 ± 0.02, p < .001). There was also a significant change in 

false alarm rates across blocks, where Block 1 had significantly higher 

false alarms compared to Blocks 2 through 4 (ps < .001). All other block 

comparisons did not reach statistical significance (ps > .05).

In the visual condition, there were significantly more false alarm 

errors in the bimodal condition compared to the unimodal condition 

(mean difference: 0.06 ± 0.02, p = .006). There was no main effect of 

block (p > .05) or interaction effect (p = .37).

SENSITIVITY INDEX
Participant sensitivity for discriminating the target from the dis-

tractor stimuli was higher in the unimodal condition compared to the 

mixed bimodal condition (visual: mean difference of 0.18 ± 0.03, p < 

.001; auditory: mean difference of 0.18 ± 0.04, p < .001). There was no 

significant effect of block for either visual or auditory stimuli (ps > .05).

AUDIOVISUAL EXPLORATORY ANALYSIS: MODALITY 
SWITCH COST

Switching from one modality to another often results in a per-

formance cost such that worse performance is observed when there 

is a change in stimulus modality between successive trials compared 

to when the stimulus modality remains constant (Driver & Spence, 

1998). If this were the case, then the worse performance in the mixed 

bimodal condition could be specific to the trials where participants had 

to switch between sensory modalities rather than the overall cognitive 

demand of monitoring two modalities that would result in similar 

performance across the trial types. To examine whether any potential 

modality switch cost in the bimodal mixed audiovisual task contributed 

to the vigilance decrement, accuracy was calculated for target stimuli 

(Go) that followed either a trial of the same sensory modality (repeat) 

or from a different sensory modality (switch), and was submitted to 

a repeated-measures ANOVA with block (1,2,3, and 4) and trial type 

(switch and repeat) as within-subject factors. 
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The analysis detected no statistically significant difference in per-

formance between trial type, F(0.79, 126.9) = 0.18, p = .61, ηp
2 = 0.011). 

Performance was similar between switch (0.59±0.31) and repeat trials 

(0.61±0.30). Across blocks, there were statistically significant differ-

ences in performance, F(2.38, 380.8) = 6.67, p < .001, ηp
2 = 0.041, with 

participants less accurate in later blocks reflecting similar trends as the 

main analyses (Block 2: 0.62±0.31 vs. Block 4: 0.56±0.33; p = .02). No 

other block (Block 1: 0.63±0.27; Block 3: 0.59±0.33) comparisons were 

statistically significant (p > .05). The trial type × block interaction did 

not reach statistical significance, F(2.38, 380.8) = 0.14, p = .90, ηp
2 = 

0.007). The reaction time data yielded no statistically significant differ-

ences between trial type (p = .40) and block (p = .16), or a statistically 

significant interaction (p = .69).

GENERAL DISCUSSION

We investigated two questions: (a) is a mixed bimodal vigilance 

task involving abstract symbol recognition more difficult than a 

comparable unimodal vigilance task, and (b) does the mixed bimodal 

vigilance task result in a greater vigilance decrement than the uni-

modal vigilance task? The probing of these questions serves to better 

understand the limits and use of cognitive resources during sustained 

attention tasks and the interaction with attentional switching. To prop-

erly address these questions, we designed a task and selected stimuli 

that equally tested auditory, visual, and audiovisual vigilance while 

overcoming past research limitations and confounding factors. Our 

first step was identifying auditory and visual stimuli that were equally 

discriminable at a subceiling rate (~80%) because the task would be 

sufficiently difficult that a subject who experienced the vigilance dec-

rement would exhibit an observable decrease in identification rate. 

We chose stimuli that were similarly defined in the auditory (/p/ and 

/b/ phonemes) and visual (”p” and ”b” letters) domains to prohibit 

FIGURE 4.

Target Identification Rate for the auditory (Panel A) and visual (Panel B) modalities. Solid lines represent performance on the single 
sensory unimodal task and the dashed lines represent the mixed sensory bimodal task across the four blocks (150 trials each). Laten-
cies to identify target are shown for auditory (Panel C) and visual (Panel D) conditions. Error bars are ± 1 SE.
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potential explanations of performance changes due to overtaxing the 

working memory with too many signal/noise representations. Equally 

discriminable stimuli would also control for the ease or difficulty of de-

tecting one stimulus over another. Equally discriminable stimuli were 

identified in Experiment 1 by testing a range of difficulties for each 

stimulus and selecting for ~80% positive identification rate. Finally, we 

designed the task based on a preexisting vigilance task that controlled 

the proportion of auditory and visual targets. An equal proportion of 

each stimulus type ensures that the task did not bias subjects to attend 

to one modality more than another. Implementing these methodo-

logical changes helped to elucidate performance differences between 

unimodal and mixed bimodal tasks.

The results presented here support the hypothesis that monitoring 

for a signal in a mixed bimodal condition is more difficult than moni-

toring for a comparable signal in unimodal conditions, as shown by the 

significantly lower target identification rate of both auditory and visual 

targets in the bimodal mixed audiovisual condition relative to the uni-

modal conditions, regardless of block. The elevated false alarm errors 

during the mixed bimodal condition adds further support to the claim 

that monitoring for two signals is more difficult. Indeed, the sensitivity 

measures indicate that participants in the mixed bimodal condition 

had greater difficulty discriminating between the target and nontar-

get stimuli in comparison to the unimodal tasks. Responses from the 

correct target identification and the false alarms allude to an absence 

of a response bias that was neither too liberally marked by high false 

alarm and high correct target identification rates or too conservatively 

defined by low false alarm and low correct target identification rates. 

The finding of a statistically significant interaction between condi-

tion and block within the auditory modality supports the second hy-

pothesis that monitoring for a signal in a mixed bimodal task also results 

in a stronger vigilance decrement relative to monitoring in a unimodal 

condition, at least within the auditory modality. These data are consist-

ent with the overload theory of the vigilance decrement that argues for 

worse performance in the mixed bimodal task (Helton & Warm, 2008) 

in contrast to the underload theory, which predicts worse performance 

in the unimodal condition, the less cognitively demanding task. With a 

limit on the amount of cognitive resources available, the distribution of 

these resources over multiple sensory modalities resulted in their faster 

utilization, impacting performance compared to the single sensory 

setting. The reaction time data reinforce these results to some degree. 

Reaction times were overall longer (i.e., slower) within the visual modal-

ity of the mixed audiovisual task compared to the single task, suggesting 

greater cognitive demands impacting processing speeds.

It is perhaps not unexpected that correctly identifying a signal us-

ing two modalities results in a decrease in overall performance. Dual-

task literature, including distracted driving research, has shown that 

monitoring two modalities decreases performance (Gherri & Eimer, 

2011; Levy & Pashler, 2008; McKnight & McKnight, 1993). However, 

such research often has confounding factors. For instance, in distracted 

driving literature, the performance metrics for the two modalities are 

often on different scales and the task requirements are different for the 

two modalities, resulting in an unequal number of events in each mo-

dality. Additionally, a subject may naturally prioritize the visual/driv-

ing condition because that is how they would normally drive in real 

life. Our task controls for these factors, reducing confounds in analyses 

and the interpretation of data. In equating the difficulty of the uni-

modal tasks, the current study removed differences in the performance 

in the single sensory task such that any differences between unimodal 

and mixed bimodal performance is attributable to the cognitive cost of 

monitoring for a signal in the two modalities. 

The results revealed that the reaction time comparisons between 

the unimodal and mixed bimodal auditory conditions were compa-

rable, whereas in the visual condition, participants responded slower 

to targets in the bimodal condition. The split results suggest that the 

reaction time measure may be more sensitive to modality differences 

than accuracy—a measure where both auditory and visual modalities 

experienced a decline. Research indicates that attention can be selective 

to a single modality at the expense of a secondary modality (Sandhu & 

Dyson, 2012; Spence et al., 2001). While the task equated the number of 

stimuli from each modality, and no directions were given to prioritize 

one modality over another, the similar reaction times in the auditory 

modality not observed in the visual comparison suggest that the au-

ditory stimulus might have been the preferred modality dominating 

processing during the mixed bimodal task. Studies have reported an 

auditory bias during temporal tasks, including a processing dominance 

that delays visual responses (Dunifon et al., 2016; Robinson et al., 2018). 

Also, visual task demands were shown to influence auditory informa-

tion processing (Ciaramitaro et al., 2017). The linguistic properties of 

the stimulus may have contributed to an auditory bias where it may be 

more habitual to process the phonemes (Aramaki et al., 2010). Here, the 

visual stimuli may not have been represented as letters but decomposed 

into the component parts, with a focus on the ascender/descender tail 

length affecting categorization, conceptual priming, and speed of dis-

criminating. Another possible explanation is that the mixed bimodal 

task has fewer trials than the unimodal task by modality, resulting in 

less exposure to accrue the same level of familiarity and expertise at 

discriminating the stimuli. Due to the difficulty in differentiating these 

stimuli, one might expect that with increased stimulus exposures, per-

formance would increase with practice. Instead, in the mixed bimodal 

condition, there was no change in reaction time across blocks and when 

taken together with the accuracy results, there was a decrease in perfor-

mance over time. This suggests that either a practice effect is not occur-

ring, or that the vigilance decrement is so strong that its negative effect 

on performance overcomes any benefits of practice. Lastly, the sudden 

onset of the auditory stimulus could have resulted in a startle effect that 

oriented attention to that modality (Valls-Sole et al., 1995), which could 

explain the lack of a reaction time difference in the auditory condition 

and a potential processing bias. Further research is needed to investi-

gate and characterize the extent of these modality differences.

When switching between tasks or modalities, as the mixed bi-

modal condition necessitates, inter-reference can occur, as there is 

competition for resources with negative consequences on performance 

(Nieznanski et al., 2015). An overload account of a switch cost would 

predict that over time, the switch cost would increase as more cognitive 
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resources have been depleted without the opportunity of replenishing 

those resources with a break. The underload theory might argue that 

the switching between modalities alleviates the monotony of the task 

that might otherwise be cause for participants to disengage. Here, 

performance on switch trials might have reoriented participants that 

recovered any loss in attention and would have resulted in higher ac-

curacy. The results are in broad agreement that switching between mo-

dalities does not significantly contribute to the performance difference 

or the vigilance decrement. The relatively long interstimulus interval of 

2000 ms may have diminished any within-modality facilitation on re-

peat trials associated with a switch cost (Cuppini et al., 2020). With the 

overall worse performance in the mixed bimodal condition compared 

to the unimodal tasks, the lack of a switch cost (i.e., no decrease in tar-

get identification accuracy or reaction time following a switch between 

modalitites in the mixed bimodal condition, Blotenberg et al., 2018; 

Sutton et al., 1961) provided a clearer understanding of the extent to 

which the control process associated with coordinating between mo-

dalities contributed to the performance decline. These results suggest 

that performance declines observed in the mixed bimodal task were 

driven in part by diminished cognitive resources from monitoring two 

sensory modalities unrelated to switching attention.  

The interaction between task condition and block on target detec-

tion accuracy in the auditory modality is a novel finding. Little re-

search has investigated the effects of monitoring two modalities on the 

vigilance decrement. Though Binford & Loeb (1963) and Baker et al. 

(1962) did so, their work had several confounds. The lack of an overall 

decrease in reaction time suggests that the decrease in accuracy was 

not due to a speed-accuracy tradeoff, further supporting our interpre-

tation. This finding suggests that participants struggled when attempt-

ing to attend to two or more modalities simultaneously, particularly 

when they attended to both over long periods of time, which aligns 

with an overload account of performance. This has broad implications 

in applied settings, such as sonar monitoring, security surveillance, 

and air traffic control, where there is a requirement to maintain atten-

tion on multiple modalities over long periods. Performance in these 

bimodal tasks may be initially lower and decrease faster than if they 

were performed under unimodal conditions.

However, these results come with limitations. First, though we 

found the predicted interaction between condition and block in the 

mixed audiovisual condition, we found no vigilance decrements in the 

single modality conditions. This suggests that our task may not be op-

timized for detecting any potential decrement in such conditions and/

or that the task duration was not long enough to induce any decre-

ment. Studies have found an enhancement in the vigilance decrement 

as a function of signal frequency. Detection rate decreases as the signal 

frequency decreases (Craig et al., 1987). Many studies have used a criti-

cal signal probability between 3% and 30% (Baddeley & Colquhoun, 

1969; Nuechterlein et al., 1983). Here, the critical signal probability was 

19%, within the range of observing a vigilance decrement, though one 

that might be less pronounced. It is also possible that the subjects in 

the unimodal conditions did experience a vigilance decrement, but it 

simultaneously occurred with a learning effect, where they were be-

coming more adept at discriminating between stimuli. If this were true, 

we would expect that if we first trained subjects to reach a plateau in 

stimulus discrimination, we could then detect a vigilance decrement 

as the task proceeded. Unfortunately, the high dropout and noncom-

pliance rates with online data collection make such a hypothesis dif-

ficult to evaluate. Second, the online nature of our recruitment and 

data collection leads to potential statistical noise in our experiment. 

With no demographic information or recruitment filters, subjects with 

attention or sensory deficits or whose native language is not English 

(and, therefore, who may be less familiar with the English letters and 

phonemes) may have participated in our study. With no controls over 

the equipment used, participants may have had different quality of 

stimuli presentations (e.g., some speakers filter out static noise built 

into our stimuli), leading to performance fluctuations for reasons other 

than task difficulty. We also detected a high rate of noncompliance, 

with numerous subjects’ performances at or below chance level, sug-

gesting that subjects either gave responses randomly or started the task 

then failed to attend to it. Environment and physical setup factors can 

influence our response measures and a future lab study can address 

these concerns. Nonetheless, while these factors may have reduced 

the reliability or effect size of our findings, the random assignment of 

a large sample to the three conditions using a diverse community of 

subjects through Amazon Mturk (Huff & Tingley, 2015), the control 

over stimulus detection difficulty, and the control over event rate all 

support the generalizability of these results despite a lack of control 

over the testing environment.

We investigated the potential performance decrements associated 

with monitoring for a critical signal across two modalities, auditory 

and visual, simultaneously for a signal relative to monitoring for only a 

visual signal or only an auditory signal. Our results indicate that moni-

toring two modalities simultaneously is more difficult and decreases 

performance more over time relative to unimodal tasks. We conclude 

that those who must perform tasks requiring their attention to be de-

voted to two modalities simultaneously may struggle to perform at a 

high level, particularly when performing the task over prolonged peri-

ods. Methods to decrease the strength and onset speed of the vigilance 

decrement, such as transcranial direct current stimulation to increase 

attentional resources (McIntire et al., 2017) or adding additional feed-

back on task performance (Schwark et al., 2012), should be considered 

to improve performance in these attentionally demanding tasks. 
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