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 INTRODUCTION

Music and speech are behaviors in which complex se-

quences of events are exquisitely structured in time. 

Temporal structuring of acoustic signals is thought to 

have a profound impact on perception and attention, 

affording anticipation of when in the future important 

events are likely to occur (Jones, 1976). Pulse (beat) 

perception refers to the apprehension of a pseudo-pe-

riodic framework underlying  the timing of events. The  

time scale of pulse perception is approximately  

100-2000 ms (10 Hz–0.5 Hz), which corresponds to 

the range in which humans are most sensitive to tem-

po change (Drake & Botte, 1993; Friberg & Sundberg, 

1995), sensorimotor synchronization is possible 

(Mates, Radil, Muller & Poppel, 1994; Engström, Kelso 

& Holroyd, 1996), and listeners tap with along with 

music (van Noorden & Moelants, 1999). Meter percep-

tion refers to the perception of regularity in accent or 

stress timing, giving rise to a sense of strong and weak 

beats as illustrated in Figure 1 (Liberman & Prince, 

1977; Lerdahl & Jackendoff, 1983). It is well estab-

lished that metric rhythms are easier to remember and 

reproduce than nonmetric rhythms (Essens & Povel, 

1985), and that individual events are perceptually fa-

cilitated in the context of regularly timed sequences 

(Large & Jones, 1999; Jones, Moynihan, MacKenzie & 

Puente, 2002; Quene & Port, 2005). 

One influential theoretical framework for explain-

ing pulse and meter perception is resonance: the 

response of an oscillation, exposed to a periodic 

stimulus, whose frequency stands in some particular 
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Temporal expectancy is thought to play a fun-

damental role in the perception of rhythm. This 

review summarizes recent studies that investi-

gated rhythmic expectancy by recording neuro-

electric activity with high temporal resolution 

during the presentation of rhythmic patterns. 

Prior event-related brain potential (ERP) studies 

have uncovered auditory evoked responses that 

reflect detection of onsets, offsets, sustains,

and abrupt changes in acoustic properties such 

as frequency, intensity, and spectrum, in addi-

tion to indexing higher-order processes such as 

auditory sensory memory and the violation of 

expectancy. In our studies of rhythmic expec-

tancy, we measured emitted responses – a type 

of ERP that occurs when an expected event is 

omitted from a regular series of stimulus events 

– in simple rhythms with temporal structures 

typical of music. Our observations suggest that 

middle-latency gamma band (20-60 Hz) activity 

(GBA) plays an essential role in auditory rhythm 

processing. Evoked (phase-locked) GBA occurs 

in the presence of physically presented audi-

tory events and reflects the degree of accent.

Induced (non-phase-locked) GBA reflects tem-

porally precise expectancies for strongly and 

weakly accented events in sound patterns. Thus 

far, these findings support theories of rhythm

perception that posit temporal expectancies 

generated by active neural processes.
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relationship  to the oscillator’s natural frequency. The 

primary question is whether linear resonance suffices

to explain the perceptual phenomena, or whether it is 

necessary to posit nonlinear oscillation. Linear reso-

nators, or filters, are passive, stimulus-driven models

of rhythm perception. Linear resonators synchronize 

at the stimulus frequency (1:1), and increase am-

plitude as stimulus  frequency nears resonator center 

frequency. Linear models (e.g., Scheirer, 1998; Todd, 

O’Boyle & Lee, 1999; Todd, Lee & O’Boyle, 2002) 

can extract the amplitude and phase of a rhythm’s 

frequency components, and could, in principle, drive 

motor output.  Nonlinear oscillator models, by con-

trast, are active, positing an endogenous component 

in rhythm perception. The two properties of nonlinear 

resonance most relevant to rhythm perception are 

synchronization at  integer ratios (e.g. 1:1, 2:1, 3:2) 

of the stimulus frequency (Large & Kolen, 1994), and 

endogenous oscillation that can continue in the ab-

sence of stimulus events (Large, 2000). It is primarily 

the latter property that concerns us here.

 Dynamic attending theory posits that active “at-

tending rhythms,”  modeled as nonlinear oscillators, 

synchronize with the stimulus and generate temporal 

expectancies for future events  (Large & Jones, 1999). 

The key prediction is that rhythmic listening involves 

online temporal anticipation. The experiments de-

scribed in this article were designed to address this 

prediction. We aimed to identify neural activity that 

anticipates events in structured sequences, and per-

sists in the absence of acoustic events. To do this, we 

employed neurophysiological techniques that allow 

measurement of anticipation for individual events in 

rapid acoustic sequences.

 Electroencephalography (EEG) and magnetoen-

cephalography (MEG) are the two main techniques for 

studying the temporal dynamics of auditory process-

ing in the human brain. Investigations measuring EEG 

and MEG activity have identified short-, middle-, and

long-latency responses time locked to the onsets of 

presented sounds, with principal generators in the 

brain stem, primary auditory cortex, and secondary 

auditory cortex, respectively (Picton, Hillyard, Krausz 

& Galambos, 1974; Naatanen & Winkler, 1999).  Many 

studies have also identified several event-related po-

tentials (ERPs) related to auditory timing and anticipa-

tion as discussed below.
 

ERP CORRELATES OF TIMING AND 
EXPECTATION

A number of studies have identified slow cortical poten-

tials that are related to sensory or motor anticipation, 

and are typically elicited by stimuli on a time scale 

slower than the time scale at which individual events 

occur in music and speech. Stimulus preceding nega-

tivity (SPN) is a negative deflection originally observed

between a motor  action and feedback (knowledge-

of-results) about the correctness of the movement 

(Grunewald & Grunewald-Zuberbier, 1983; Damen & 

Brunia, 1985). SPN has been observed in several ex-

perimental paradigms relating the SPN to four main 

types of anticipation: (1) anticipation of feedback, 

(2) anticipation of an affective stimulus, (3) anticipa-

tion of future task  instructions and (4) anticipation of 

probe stimuli in arithmetic tasks (for review, see van 

Boxtel & Bocker, 2004). The readiness potential (RP or 

Bereitschaftspotential) is a negative deflection com-

mencing about one second before a button press and 

increasing until the motor act (Kornhuber & Deecke, 

1965). RP is of current interest due to the link between 

rhythm and motor processes. The contingent negative 

variation (CNV) is a negative deflection observed during

the interval between a  warning stimulus and a target 

(Walter, Cooper, Alderidge, McCallum & Winter, 1964). 

The interval between stimuli is typically one second or 

longer and the CNV may be broken into two separate 

components, early and late (Connor & Lang, 1969; 

Weerts & Lang, 1973). The early CNV component is 

related to the warning stimulus while the late compo-

nent has been partially  explained by motor anticipation 

similar to the RP (Gaillard, 1978; Rohrbaugh & Gaillard, 

1983). However, much data shows that non-motor ac-

tivity may elicit the late CNV component such as view-

ing slides intended to induce interest (Simons, Ohman 

& Lang, 1979) or affect (Klorman & Ryan, 1980). Thus, 

it has been suggested that the late CNV component is 

a  combination of motor activity (e.g. RP) and the SPN 

(Brunia, 1988). Of most interest here is that the CNV 

is also related to timing an upcoming event (Walter et 

al., 1964) and tempo perception (Walter  et al., 1964; 

Pfeuty, Ragot & Pouthas, 2003). Using faster rhythmic 

stimuli than typically studied with slow cortical po-

tentials, a number of authors have observed emitted 

potentials (or omitted stimulus potentials), which con-

Figure 1. 
Graphical representation of a binary metrical structure.
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sist of brain activity  following the expected onset time 

of a missing  event embedded in a regular sequence 

(Barlow, 1969; Takasaka, 1985). The emitted potential 

to omitted sounds displays an early modality-specific

negative component (Simson, Vaughan & Ritter, 1976) 

with a topography and latency similar to the N100, a 

negative deflection  100 ms after tone onset (Hughes, 

Darcey, Barkan, Williamson, Roberts & Aslin, 2001; 

Janata, 2001). This earlier component of the emitted 

potential may reflect mental imagery, rather than a

violation of expectation (Janata, 1995; Janata, 2001), 

as with later components. 

 For example, a mismatch negativity may be elicited 

by omitted stimuli, but only  for sequences with an in-

ter-onset interval less than 200 ms (Yabe, Tervaniemi, 

Reinikainen & Naatanen, 1997; Yabe, Tervaniemi, 

Sinkkonen, Huotilainen, Ilmoniemi & Naatanen, 1998). 

The mismatch negativity (MMN) occurs 120-200 

ms following a rare auditory event (oddball) embed-

ded in a sequence of  repetitive tones (for review, see 

(Naatanen, 1990). A rare event may be a change in 

pitch (Sams, Paavilainen, Alho & Naatanen, 1985) or 

intensity (Naatanen, Paavilainen, Alho, Reinikainen & 

Sams, 1987), but of interest here is that the MMN may 

also be elicited by a change in tone duration (Naatanen, 

Paavilainen & Reinikainen, 1989) or an interruption of 

a steady rhythm (Ford & Hillyard, 1981) such as an 

omitted stimulus. One interesting aspect of the MMN is 

that attention does not need to be directed toward the 

stimuli, indicating that changes are encoded automati-

cally. The MMN is  considered an automatic response, 

and it has been attributed to a memory trace (Naatanen, 

1990; Schroger, 1997). It should also be noted that the 

MMN may be coded by specific neural populations due

to the change in topography when different types of rare 

events are presented (Giard, Lavikainen, Reinikainen, 

Perrin, Bertrand & Naatanen, 1995). 

 Emitted potentials are also observed as a positive 

peak around 300 ms after the omitted event and have 

been equated with the  P300, which occurs following 

an oddball event (Ruchkin & Sutton, 1978; Rogers, 

Papanicolaou, Baumann & Eisenberg, 1992; Besson, 

Faita, Czternasty & Kutas, 1997). Brochard, Abecasis, 

Potter, Ragot & Drake (2003) utilized an oddball meth-

odology to study subjective accent, a perceptual phe-

nomenon in which  isochronous sequences of identical 

tones are heard as metrically accented (Bolton, 1894). 

Tones were decremented in intensity at odd (hypothet-

ically strong) or even (hypothetically weak) metrical 

positions, and P300 responses to deviant tones were 

observed. Differences in the P300 to odd and even 

tones suggested that a binary metric structure was 

perceived. Another study used probe beats in different 

metrical  patterns and observed that the P300 plays a 

role in metrical processing for musicians (Jongsma, 

Desain & Honing, 2004).

 To account for the three latencies where emitted 

potentials may be observed, it should be noted that 

the  N100 and MMN have both exogenous and endog-

enous influences (for a review, see Naatanen, 1992), 

and thus may be attributed more to sensory process-

ing compared to the endogenous P300 (for review, see 

Picton & Hillyard, 1988). The emitted P300 component 

has been shown to be attention dependent (Joutsiniemi 

& Hari, 1989; Raij, McEvoy, Makela & Hari, 1997), and 

displays less latency jitter in rhythmically trained sub-

jects (Jongsma, Quiroga & van Rijn, 2004). Thus, the 

emitted MMN and P300 appears to reflect the process-

ing of an expectancy violation while the earlier N100 

emitted potential seems to index sensory processing in 

expectation of an event. Emitted potentials, however, 

occur after the expected event onset. It is of current 

interest to find activity preceding the expected onset

that might serve to ready the auditory cortex for an 

event, thereby providing a neural correlate to tempo-

ral expectation.

GAMMA BAND CORRELATES OF  
AUDITORY RHYTHMIC PROCESSING

 High frequency gamma band (20-60 Hz) activity has 

been observed to originate in the auditory cortex, 

separate from the typically observed lower frequency 

evoked  response components (Pantev, Makeig, Hoke, 

Galambos, Hampson & Gallen, 1991). Two types of 

gamma band activity (GBA) have been identified,

phase-locked (evoked) and non-phase-locked (in-

duced) activity.  Evoked GBA is highly localized in 

time, independent of tempo (Ross, Picton & Pantev, 

2002; Snyder & Large, 2004), and may be related to 

the middle-latency component of the ERP due to its 

similar source and peak latency. Induced GBA is more 

temporally variable and may represent less stimulus-

driven or  cognitive aspects of auditory perceptual 

processing (Tallon-Baudry & Bertrand, 1999). Thus, 

GBA appears to be an ideal candidate for studying 

the neuroelectric correlates of pulse perception and 

expectation. 

 The calculation of evoked and induced activity is 

depicted in Figure 2. Panel A shows superimposed 

gamma bursts peaking after a hypothetical stimulus. 

Non-phase locked gamma bursts are displayed on the 

left whereas phase-locked bursts are on the right. The 

results of averaging these types of bursts are shown 
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in panel B. Averaging leads to the evoked response 

on the right; however, it is apparent that much in-

formation is lost when non-phase-locked bursts are 

averaged together (on the left). Therefore, to avoid 

canceling out responses of different phases, the en-

velope of each individual trial can be calculated be-

fore trials are averaged together, which leads to the 

induced response.  This means an evoked response is 

registered only when the phases of gamma oscilla-

tions are time-locked to the stimulus event whereas 

an induced response requires that the peak amplitude 

of the gamma activity is time-locked to the stimulus. 

Although the evoked response may be thought of as 

a subset of the induced, it has been shown they can 

exhibit different peak  latencies and topographies, 

and thus can represent different ongoing processes 

(Bertrand & Tallon-Baudry, 2000). 

 The known roles of evoked and induced GBA in 

auditory perception and object representation led 

to the hypothesis that the evoked and induced re-

sponses may underlie pulse perception and expecta-

tion. Given that induced GBA is phase-independent 

from tone onsets suggests it may play an anticipa-

tory role and display activity prior to tone onset. 

These features of  GBA may help evaluate the theory 

of dynamic attending proposed by Large and Jones 

(1999), namely that a fundamental aspect of rhythm 

perception is the endogenous generation of temporal 

expectancies. 

Snyder and Large (2005)  investigated evoked and 

induced GBA in response to metric rhythms that in-

cluded missing tones, in order to observe brain activa-

tions related to metrical percepts that are independent 

of physical stimulation. Figure 3 shows a graphical 

representation of the sound stimulus for each condi-

tion as well as the hypothetical internal metrical pat-

tern that may arise from listening to each stimulus. 

There were two control conditions, one utilizing uni-

form metronome tones (Figure 3a) and the other uti-

lizing alternating loud and soft tones in a binary meter 

with no missing tones (Figure 3b). The experimental 

conditions consisted of alternating loud and soft tones 

with the loud tone occasionally missing (Figure 3c) 

and alternating loud and soft tones with the soft tone 

occasionally missing (Figure 3d). Figure 4a shows in-

duced and evoked GBA averaged over subjects. For 

both induced and evoked activity, peaks (dark spots) 

near tone onsets correspond to stimulus-related re-

sponses. Induced activity is observed throughout the 

analysis epoch1, with peaks corresponding to expected 

acoustic events (i.e. both present and absent tones). 

The power of evoked and induced GBA followed the 

loud-soft pattern of the stimuli for the binary control 

condition when both tones were present (Figure 4a, 

left panels). Induced GBA peaks occurred around tone 

onset with latency not significantly different than 0 ms,

whereas evoked GBA peaks occurred following tone 

Figure 2. 
Calculation of the evoked and induced gamma band ac-
tivity. (a) Several epochs superimposed with non-phase-
locked activity on the left and phase-locked activity on the 
right. (b). The result of averaging each type of activity from 
A; evoked activity on the right. (c) The average envelope is 
comparable to the induced activity. 

Figure 3. 
Four types of stimuli, (a) metronomic control, (b) binary 
control, (c) omit random loud tones, (d) omit random soft 
tones.
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onset with a latency significantly longer than 0 ms.

When the loud tone was omitted, induced GBA was 

present as in the control condition whereas evoked 

GBA following the loud tone was greatly diminished 

in most subjects (Figure 4a, middle panels). A simi-

lar result was found when the soft tone was omitted 

with preserved induced GBA and reduced evoked GBA 

following the time of the expected tone onset (Figure 

4a, right panels). The bar graphs of Figure 4b show 

peak power, normalized and averaged over subjects, 

revealing the interaction between GBA type (evoked / 

induced) and tone occurrence (present / absent). This 

interaction indicated that tone omissions resulted in 

much greater decrease of evoked GBA compared to 

induced GBA. The occurrence of induced GBA at tone 

onsets, and its persistence even when tones were 

omitted suggest induced GBA as a neural correlate of 

rhythmic expectancy. Furthermore, these properties 

of induced  GBA are consistent with theories of rhythm 

perception  positing endogenous expectancies (Large 

& Jones, 1999), which are likely to support a range 

of human rhythmic abilities such as anticipation of 

events (Engström et al., 1996), sensitivity to metrical 

structure (Large & Jones, 1999; Snyder & Krumhansl, 

2001; Toiviainen & Snyder, 2003; Hannon, Snyder, 

Eerola & Krumhansl, 2004), and the persistence of a 

metrical representation (Palmer & Krumhansl, 1990; 

Large, Fink & Kelso, 2002).

 Using perturbations of a metronome (Figure 5), 

Zanto, Large, Fuchs & Kelso (2005) tested the recov-

ery of GBA following an unexpected temporal change. 

The experiment was designed to create an expecta-

Figure 4. 
(a) Time-frequency representation of the evoked and induced GBA results, averaged over all subjects. Tone onset occurs at 
zero and 390 ms. (b) Comparison of induced/evoked peak activity in the presence and absence of loud and soft tones.
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tion for the isochronous auditory events and violate 

that expectancy every 6-10 tones with an early or late 

tone onset. It was hypothesized that evoked activity 

would peak at a set latency regardless of the pertur-

bation whereas induced activity would reflect the ex-

pected onset time with the latency recovering back to 

baseline during subsequent tones. As hypothesized, 

evoked activity was shown to reflect the presence of

tones. However, at the expected temporal location 

of an early tone, the power of the evoked response 

was enhanced and surprisingly displayed another 

(smaller) peak where the tone was expected (Figure 

6a). Conversely, the induced response peaked where 

late tones were expected ( Figure 6b). Moreover, the 

latency of the induced GBA increased for early tones. 

After both types of perturbation, the latency of the 

induced  activity relaxed to baseline for subsequent 

tones in a fashion similar to what has been observed 

in behavioral perturbation studies (e.g., Large et al., 

2002; Repp, 2002).  

DISCUSSION 

 Much research is still necessary to understand the role 

of gamma activity in auditory perception. Moreover, 

the links between GBA and other ERP components are 

not well established. The onset of gamma band proc-

esses precedes those of later emitted potentials, but 

it is not known whether emitted GBA is necessary to 

elicit the later potentials. If it were necessary, then the 

case would be strengthened for the view that GBA is 

a neural correlate for expectation, while later emitted 

potentials such as the N100, MMN and P300 reflect

expectancy violations. 

 Data from animal studies lend some credibility to 

this hypothesis. Early emitted potentials have been 

observed in primary sensory nuclei and modified

at  midbrain and telencephalic levels (Bullock, Hofmann, 

Nahm, New & Prechtl, 1990; Bullock, Karamursel & 

Hofmann, 1993) whereas late (P300) emitted poten-

tials have been  recorded within the cat auditory cortex 

(Basar-Eroglu, Basar & Schmielau, 1991). Moreover, 

human EEG studies have shown early emitted po-

tentials to be attention independent whereas the late 

emitted potentials were attention dependent in both 

visual (Bullock, Karamursel, Achimowicz, McClune 

& Basar-Eroglu, 1994) and auditory (Karamursel & 

Bullock, 2000) domains. This leads to the question of 

the role of GBA in temporal expectancy. 

The latency of induced GBA is encompassed by the 

aforementioned slow-cortical potentials such as the 

contingent negative variation. This is another unex-

plored relationship. Due to the strong ties of the CNV 

and motor activity, further research on CNV may help 

resolve the nature of auditory sensorimotor synchro-

nization. 

 Evoked GBA exhibits peak latency similar to the 

middle-latency response (MLR). Aside from similar 

latencies, the  MLR and the evoked GBA also share a 

similar origin in or near the  primary auditory cortex 

(Pantev et al., 1991). Moreover, both evoked GBA and 

the MLR have enhanced amplitudes in response to in-

creased tone intensity (Borgmann, Ross, Draganova 

& Pantev, 2001; Snyder & Large 2005) and increased 

stimulus rate (Makeig 1990; Pantev, Elbert, Makeig, 

Hampson, Eulitz & Hoke, 1993). However, other stud-

ies suggest  evoked GBA and middle-latency potentials 

are unaffected by the stimulus rate (Ross et al., 2002; 

Snyder & Large 2004). This inconsistency in the litera-

ture may stem from the fact that early middle-latency 

components are less dependent on stimulus rate than 

later middle-latency components (Erwin & Buchwald, 

1986). It is apparent there is a close relationship 

between evoked GBA and the MLR but they are not 

necessarily the same response. The MLR displays 

a  tonotopic organization whereas the evoked GBA 

does not (Pantev, 1995; Pantev et al., 1995).

Although further research is still needed, GBA dis-

plays many important properties that suggest it as a 

correlate of meter perception. The change in power of 

the evoked and induced GBA in response to strongly 

and weakly accented beats suggests sensitivity to a 

metrical structure. Moreover, the persistence of in-

duced GBA in the absence of tones provides evidence 

for the perception of pulse, the building block of a me-

ter. These findings are reinforced by the observation

that the latency of induced activity mimicks behavioral 

response to a  temporally perturbed metronome.

Recently Iverson, Repp and Patel (2005) measured 

stimulus-evoked brain responses as listeners manipu-

Figure 5. 
Perturbed stimuli; ‘x’ represents tone onset. 
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Figure 6. 
Time-frequency representation of the evoked and induced GBA in response to early, late, or on-time tones averaged over all 
subjects. The white dashed line represents where a tone was expected. (a) Evoked activity is predicted by the presence of 
tones. The white box highlights an exception, activity where the tone was expected in the case of an early tone. (b) The white 
box indicates a peak in the induced activity where the tone was expected for the case of late tones.
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lated their metrical interpretation of a simple rhyth-

mic stimulus. They focused on whether response to a 

sound imagined to be the downbeat was different from 

the response to the same sound when it was not the 

downbeat. Indeed, metrical interpretation had a large 

effect on brain responses in the 20–30 Hz range, which 

is included in our definition of GBA. When a tone was

imagined to be the downbeat, evoked activity was sig-

nificantly increased. Because the stimulus events were

identical, differences in brain activity must be due to 

metrical interpretation.  This lends support to the no-

tion that responses in this frequency range reflect the

perceived meter. Induced activity was not measured 

in this study.

 If GBA were to directly correlate with the perception 

of meter and behavioral synchronization data, then it 

might be supposed that induced GBA would display 

sensitivity to tempo. However, no such sensitivity was 

observed in  response to eight different metronomic 

rates typical of music (Snyder & Large 2004). Given 

the small amplitude of GBA coupled with the known in-

ter- and intra-subject variability from synchronization 

studies (Mates et al., 1994), an induced GBA tempo 

dependence may be difficult to observe.

 The anticipatory nature of induced GBA provides 

support for theories of rhythm perception that posit 

active, forward-looking dynamical processes such as 

non-linear oscillators. Some oscillator models predict 

that a perceived metrical pattern arises from an atten-

tional pulse that entrains to the external stimuli and 

targets  attentional energy to expected points in time 

(Large & Jones, 1999; Large, 2000). Therefore, the 

evoked and induced gamma band sensitivity to a met-

rical structure may display an attentional component. 

Moreover, understanding the influence of attention

may shed light on the relationship between GBA and 

emitted potentials. The role of attention in GBA should 

be addressed in future research. 

 It is interesting to note that some subjects dis-

played additional  induced responses at subdivisions 

of the tone interval  (Snyder & Large, 2005). Such 

harmonic responses are nonlinear  (Large & Kolen, 

1994) and support approaches that incorporate inter-

val subdivision to explain rate limits of perception and 

synchronization (London, 2002; Repp, 2003). 

SUMMARY

Evoked GBA appears to represent sensory processing 

as predicted by the presence of tones, much like the 

MLR. Induced GBA may reflect temporally precise ex-

pectancies for strongly and weakly accented events in 

sound patterns. Moreover, induced GBA behaves in a 

manner consistent with perception-action coordination 

studies using perturbed temporal sequences. Taken 

together, the characteristics of induced GBA provide 

evidence for an active, dynamic system capable of 

making predictions (i.e., anticipation), encoding metri-

cal patterns and recovering from unexpected stimuli. 

 GBA appears to be a useful neuroelectric correlate 

of rhythmic expectation and may therefore reflect pulse

perception. Due to the anticipatory nature of GBA, it 

may be supposed there is an attentional dependence. 

Future research should aim to manipulate attentional 

state, localize neural sources and further probe the 

role of induced GBA in meter perception. 
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Notes 
1 Calculation of induced activity discards phase infor-

mation resulting in the preservation of background 

activity. Moreover, inter-subject timing variability con-

tributes to the appearance of continual activity in the 

grand average.
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